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1. Introduction ` 

Salt is an important mineral that is widely used in various sectors, including the food industry, 

pharmaceuticals, agriculture, and chemical manufacturing. The quality of salt plays a crucial role in 

determining its functionality and value, especially for applications that require quick turnaround 

times. Traditionally, salt quality classification is done through manual calculations where 

parameters are computed one by one and laboratory tests are conducted, which often take a long 
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 Salt quality plays a vital role in determining its usability across 

various sectors, including food, pharmaceuticals, and industrial 

applications. Traditional methods of classifying salt quality, which 

rely heavily on manual inspection and laboratory testing, are often 

time-consuming, costly, and prone to human error. In response to 

these limitations, this study explores the implementation of machine 

learning techniques—specifically, Backpropagation Neural Network 

(BPNN) and K-Nearest Neighbor (K-NN)—to classify salt quality 

based on its physical and chemical properties. The features used in 

this research include NaCl concentration, moisture content, 

magnesium levels, sulfat, insoluble, calcium, NaCL(wb) and 

NaCL(db) which are commonly used indicators of salt purity and 

grade. The BPNN model is designed to handle complex and non-

linear relationships within the dataset by adjusting weights through 

iterative backpropagation during training. Meanwhile, the K-NN 

algorithm serves as a simpler, instance-based learning method that 

classifies samples based on the majority class of their nearest 

neighbors in the feature space. Comparative experiments were 

conducted to evaluate the classification and computational efficiency 

of both models. Results indicate that both methods are effective in 

classifying salt into predefined quality categories. However, BPNN 

consistently outperforms K-NN in terms of time efficiency and 

generalization, particularly when handling noisy or overlapping data. 

The findings underscore the potential of integrating artificial 

intelligence into quality control systems in the salt industry, offering a 

faster, more objective, and scalable solution for ensuring product 

standards. 
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time, are subjective, and prone to human error. This conventional method is increasingly 

challenged by the demand for faster, more accurate, and consistent quality control in modern 

production environments. 

To address these limitations, computational approaches based on machine learning algorithms 

have been introduced into quality assessment systems. Among the various available methods, 

Backpropagation Neural Network (BPNN) and K-Nearest Neighbor (K-NN) are two widely used 

and proven techniques for solving classification problems [2]. BPNN is capable of learning 

complex, non-linear relationships within data using a multi-layer network structure, while K-NN 

provides a simpler approach based on the proximity of feature values between data points. 

This research aims to develop a salt quality classification system using BPNN and K-NN 

algorithms. The system utilizes salt parameters such as moisture content, insoluble substances, 

calcium, magnesium, sulfate, Nacl (wb), and Nacl (db). Through comparative analysis, this study 

evaluates the speed and performance of both methods to determine the most effective approach in 

supporting automated and efficient salt quality classification. 

Classification is the process of grouping objects or data into specific classes or categories based 

on their characteristics or features. In the context of machine learning, classification refers to the 

use of algorithms to predict the label or class of a given data point based on previously available 

training data. In the field of salt processing, classification plays a crucial role due to the presence of 

seven distinct parameters and varying quality levels of salt. Through classification, each type of salt 

quality can be aligned with established quality standards and tailored to meet the diverse demands 

of the market—whether for household use, the food industry, pharmaceuticals, or non-food 

industries. This process not only aids producers in planning production and distribution more 

accurately but also provides consumers with confidence in selecting the appropriate product. 

Furthermore, classification supports better decision-making. With a classification system in place, 

identifying and managing salt quality becomes more effective and efficient in determining product 

standards. 

Therefore, this study focuses on the classification of salt to determine the accuracy level in 

assessing its quality. Evaluating salt quality requires several important parameters, including 

moisture content, insoluble substances, calcium, magnesium, sulfate content, and NaCl levels in 

both wet basis (wb) and dry basis (db) forms. Based on these parameters, salt is classified into four 

quality levels: Quality 1 (K1), Quality 2 (K2), Quality 3 (K3), and Quality 4 (K4). To be 

categorized as Quality 1, specific parameter values must be met, such as a moisture content of 9.73, 

insoluble matter at 56.57, calcium at 67.27, magnesium at 68.00, sulfate at 60.32, NaCl (wb) at 

84.10, and NaCl (db) at 93.10. Salt classified as K1 is generally used for consumption purposes, 

particularly as a food seasoning. K2 is also used for consumption, but the main difference between 

K1 and K2 lies in their market value, with K1 having a higher selling price. Meanwhile, K3 salt is 

commonly used in industrial applications such as pharmaceutical preservation and textile 

manufacturing. K4 is allocated for other industrial needs, including livestock feed and various non-

food sectors. Among the four categories, K1 represents the highest quality due to its superior 

parameter values, while K4 is considered the lowest, reflecting inferior quality standards. In 

addition to the challenges of producing high-quality salt, accurately classifying salt quality also 

presents a significant challenge. Therefore, this study conducts a comparative analysis between two 

classification methods Backpropagation neural network and K-Nearest neighbor, to determine 

which provides better accuracy in assessing salt quality. 
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The structure of this paper is arranged as follows: Section II discusses the methods related to 
BPNN and K-NN. Section III presents the results, discussion, and evaluation. Finally, Section IV 
provides the conclusion along with recommendations for future research. 

2. Method  

The methods and approaches that will be used in this research will be explained. It will also 

discuss the techniques to be employed, the types and methods of data acquisition, analysis, research 

steps, and testing. 

 

Fig. 1. The proposed research flowchart has several stages, namely 

Proposed research flow diagram 

1. The first stage of data collection, this data is obtained from PT. located in Sumenep district. 

The data obtained is then classified to achieve efficiency from that classification. 

2. The second stage of the data set will be classified using two methods. These two methods are 

Backpropagation neural network and K-nearest neighbor. 

3. In the third stage, the classification process will enhance time efficiency for the quality of salt 

that has been classified using Backpropagation neural network and K-nearest neighbor 

methods, covering seven parameters that standardize the quality of the salt. 
4. In the evaluation stage of the results, the results from the Backpropagation neural network 

method and K-nearest neighbor method are compared determine which of the two methods is 

more efficient in terms of the time achieved. 

Backpropagation neural network 

 

Fig. 2. Diagram Alir Proces Backpropagation Neural Network 
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The Backpropagation neural network, as shown in Figure… consists several stages, which are as 

follows: 

1. Training and Testing Data Division  

After the data is processed, it is divided into two sets: training data and testing data. Training 

data is the data used to train the model, while testing data is the input data that will be compared 

with the training data. The data used in this study is salt production data from Sumenep. The 

training and testing data are divided with a 70% training data and 30% testing data ratio. 

2. Input Parameters  

Input the parameters based on the training data that has been divided earlier. 

3. Hidden Neurons, Error Tolerance, Learning Rate  

Determine the number of hidden neurons, error tolerance, and learning rate based on the 

previously processed data. 

4. The next step is Hidden Layer Activation and Output Activation, which are determined based 

on the previous data using the sigmoid function. 

5. Optimization 

The next stage is the optimization process, where actions are performed to achieve the optimal 

results. 

6. Testing (Backpropagation)  

After optimization, the data undergoes testing. 

7. BPNN Calculation  

The data is processed and calculated using the Backpropagation Neural Network (BPNN) 

method. 

8. Results After the calculations are completed using the BPNN method, the results are obtained. 

9. Analysis and Evaluation  

The results obtained are then analyzed and evaluated further. 

Backpropagation neural network is a type of supervised learning algorithm that consists of 

multiple layers. This method adjusts the weights by propagating the output error backward through 

the network. To compute this error, the forward propagation process must be completed first 

(Andrijasa & Mistianingsih, 2010). 

Recognition method is the process of initializing data that will later be processed by the 

backpropagation neural network. The data to be recognized is presented in the form of vectors, 

each with a corresponding target, also represented as a vector. The target, or reference output, 

serves as a character map indicating the position of the input vector. Meanwhile, the training 

method involves learning to recognize the data and storing the acquired knowledge or information 

into the network's weights. 

There are three phases in training a BPNN the feedforward phase, the backpropagation phase, 

and the weight adjustment phase. In the feedforward phase, the input pattern is processed forward 

from the input layer through to the output layer. During the backpropagation phase, each output 

unit receives the target pattern associated with the input and calculates the error. This error is then 

propagated backward through the network. The purpose of the weight adjustment phase is to 

reduce the calculated error. These three phases are repeated continuously until a stopping condition 

is met (Jumarwanto, 2009). 
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K-nearest neighbor 

 
Fig. 3. Diagram Alir Proces K-nearest Neighbor. 

The K-nearest neighbor, as shown in Figure 3 consists several stages, which are as follows: 

1. K-Nearest neighbors algorithm workflow 

2. Data Collection 

Collect and prepare the dataset that includes input features and their corresponding class 

labels (for classification) or values (for regression). 

3. Preprocessing 

Clean the data and normalize or scale the features if necessary. This step helps improve the 

accuracy of distance calculations. 

4. Select the number of neighbors (K) to consider. This is a key parameter that affects the 

algorithm's performance. 

5. Calculate Distance 

For each test data point, compute the distance between it and all data points in the training 

set. Common distance metrics include Euclidean distance 

6. Find K-Nearest Neighbors 

Identify the training data points that have the smallest distances to the test point. 

7. Make a Prediction 

Classification: Use majority voting among the K nearest neighbors (the class that appears 

most frequently). 

Regression: Compute the average  

8. Return the result 

9. Evaluate performance 

 

Confusion Matrix 

The confusion matrix is a very popular calculation for solving classification problems. It can be 

used for binary class classification as well as multi-class classification. The confusion matrix 

represents the calculation of predicted values and actual results. There are four cells in the 

confusion matrix. (Sharma et al, 2022).  

 

Fig. 4. Fig.4.Confusion Matrix 

. True Negative represents data that has a negative value but is predicted correctly. 

. True Positive represents data that has a positive value and is predicted correctly. 
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. False Positive represents data that has a positive value but is predicted incorrectly. 

. False Negative represents data that has a negative value and is predicted incorrectly. 

Accuracy 

Accuracy shows the number of correct predictions from the tested model. It measures how well 

the model can correctly classify the classes in the dataset. Accuracy can be calculated by adding 

true negatives and true positives, then dividing by the total dataset. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  

Precision (positive Predictive value) 

Precision indicates the evaluation of the results of the model that are positive and predicted as 

positive. This metric helps in measuring how precise the model is in classifying the positive class. 

Precision =  

Recall atau Sensitivy (True Positive Rate) 

Recall indicates the evaluation of the model's results that are actually positive from the data 

that is truly positive. 

Recall =  

F1-Score 

F1-score is a combined metric of Precision and Recall. This metric emphasizes both factors of 

Precision and Recall. 

F1-Score =  

3. Results and Discussion 

Testing data 

Data used in this research is about the quality of salt obtained from PT. with a total of 350 data 

points and 7 features or criteria. Below is an example of the test data used in this research. 

 

 
 

Fig.5.Test Data Clasification 
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Test data is a set of data used to evaluate the performance or accuracy of a machine learning 
model after it has been trained using training data. The primary purpose of test data is to assess how 
well the model can generalize to new, unseen data. 

System testing  

 

System testing is a critical aspect aimed at evaluating the performance of the developed system 

in classifying salt quality. The testing process involves comparing two methods: Backpropagation 

Neural Network and K-Nearest Neighbor. These methods are assessed by calculating precision, 

recall, and F1-score values. The following section presents the testing scenarios used in this study. 

 
Table 1. 

scenario 
Table Column Head 

Hidden Layer Learning Rate  Evaluasi 

Scenario 

1………….d

st 

1………………5 0,1…………..0,9 
Presisi, Racall, F1 

Score 

 

Testing method scenario Backpropagation Neural Network 

 

In the testing phase, using a hidden layer of 4 and a learning rate between 0.7 and 0.9, the 

model achieved a precision score of 55%, a recall of 67.70%, and an F1-score of 60.69%. 
 

Table 2. 

scenario 
Table Column Head 

Nilai K  Evaluasi 

Scenario 

1………….d

st 

Bernilai ganjil tidak > data training  
Presisi, Racall, F1 

Score 

 
Testing Method Scenario K-Nearest Neighbor 

 

Based on the test results shown in Table 5.6, the input value for K-1 achieved a precision of 

76%, a recall of 76%, and an F1-score of 76% 

 

Confusion Matrix  

 

 
    Fig.6.Confusion Matrix Backpropagation Neural Network 

 Based on the values obtained from the confusion matrix, calculations were performed to evaluate 
the model's performance using precision, recall, and F1 score. The results showed a precision of 
55%, recall of 67.70%, and an F1 score of 60.69%. Each metric serves a specific purpose: precision 
indicates how accurately the model predicts positive data, recall reflects how well the model 
identifies actual negative data, and the F1 score measures the balance between precision and recall 
for the BPNN model. 
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    Fig.7.Confusion Matrix K-nearest neihbor  

 Using the values from the confusion matrix, the model's performance was evaluated based on 
precision, recall, and F1 score. The results showed a precision of 76%, a recall of 76%, and an F1 
score of 76%. Each metric has a specific role: precision measures how accurately the model predicts 
positive instances, recall measures the model’s ability to correctly identify negative instances, and 
the F1 score reflects the balance between precision and recall for the KNN model. 

4. Conclusion 

Based on the research results, the K-Nearest Neighbor (KNN) method performed better than the 
Backpropagation Neural Network (BPNN) in classifying salt quality. 

However, KNN has a weakness in determining the K value. As the K value increases, precision, 
recall, and f1-score tend to decrease. Therefore, it is important to compare distance calculation 
methods to improve classification accuracy. 
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