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I. Introduction  
 

 Indonesia is an agrarian country where most of its people's livelihoods are farmers[1] . Until now, the 

agricultural sector still plays a role in the national economy.   Rice is the main food commodity in Indonesia 

with a consumption rate of 132.98 kg/capita/year. So rice production becomes the top priority to overcome 

the supply shortage[2]. The increase in rice production occurs from several factors, namely the extent of 

harvest in Indonesia. Based on BPS data that Indonesia is the third-largest country in the world with rice 

production reached 83,037,000 million tons and became the highest production in southeast Asia spread in 

several regions in Indonesia[3]. The problem found that such products have not been able to cover the needs 

of Indonesian people with a very large population and still import from neighboring countries. 

 Based on agus Perdana Windarto's research explained that K-Means algorithm can be used to do the 

grouping process well and can be developed with additional rules to produce clusters that are more optimal 

and quality[4]. The use of a k-means algorithm in dharmarajan and T. Velmurugan publications compares 

with two methods, namely k-Means and Fuzzy C-Means (FCM) by providing information on decision 

making in detecting cancer-affected areas[5].Riski Annisa et al use K-Means Algorithm to predict software 

defect module errors by proposing a point center algorithm to determine the initial centroid value against k-

means algorithm optimization have developed an algorithm in performing point center [6] . Dewi Pramudi 
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Ismi et al's research shows that K-means clustering-based feature selection can be done to produce a subset of 

features with 561 features and 1080 data with 857 features capable of delivering 80% accuracy results to 

classification dimensions  [7]. S. Santha Subbulaxmi, G. Arumugam with the development of algorithms to 

improve the performance of algorithms by adapting ensemble techniques based on classification problems 

with unbalanced data[8].  

 Referring to the excerpts from some researches provides information and knowledge in accordance with 

the object studied and found some activities that have not been done by researchers. Some of these activities 

are in accordance with the analysis and the results of some researchers state that the K-Means algorithm has 

limitations in a grouping so that K-Means can be refined by using new algorithms or methods either in terms 

of determining the central point or determining the most optimal cluster that deserves to be used as 

Knowledge. in the summary of research on the comparison of K-Means Algorithm with C-Means has not 

been able to give an idea of the effectiveness of the K-Means algorithm and still put forward the last iteration 

to be the more recommended. To complete the obstacles that have been poured then in this study involved 

one method that has the task to provide opportunities to all groups formed have the same opportunities to be 

recommended, namely the Elbow method. 

 The purpose of this research is to conduct testing by utilizing the K-Means Algorithm and Elbow Method 

in Supporting the excavation of information on rice production areas in Indonesia as inputs to the ministry of 

agriculture in the development and expansion of the agricultural sector specifically on rice production so that 

certain areas become the top priority in development or know the region dominates the highest production 

that deserves to be the largest supply. The grouping process will be displayed in the study with three 

categories namely high, medium and low production. To support the grouping is utilized data mining studies 

with the main task to extract information and provide exposure to the information found by utilizing the 

principle of clustering [9]. The algorithm applied is K-Means Algorithm with activities to cluster based on 

centroid closest to data[10]. Data mining results with the kmeans algorithm can be improved with the elbow 

algorithm so that the result of data collection in determining clusters becomes better. 

 K-Means is data grouping by maximizing data similarity in a single cluster and minimizing data similarity 

between clusters [11]. The similarity size used in Cluster is the distance function[12]. So that the 

maximization of data similarity is obtained based on the shortest distance between the data against centroid 

point [13]. By the rules of the K-means algorithm in the process of determining the center point of the cluster 

is done randomly so that the cluster formed is not by the expected pattern, it is one of the activities that make 

the performance of the k-means algorithm does not run optimally.[14]. Identification of the number of k 

clusters is the most important and primary way of clustering using the K-Means algorithm where the cluster 

results will depend on the number of initial clusters. So if the number of clusters specified is not good then 

the cluster results will also not be as expected i.e. will not produce the information needed by the user [15]. 

So in the research involved the elbow method with the principle of the best cluster value to be taken from the 

sum of square error (SSE) which experienced a significant decrease and shaped elbow [16]. So that the 

quality of the grouping developed is more qualified and able to maximize the more dominant group[17]. 

Different percentage results of each cluster value can be shown by using a graph as the source of the 

information[18]. If the value of the first cluster with the value of the second cluster provides an angle in the 

graph or the value decreases the most then the value of the cluster is best[19]. 

II. METHOD AND MATERIALS  

 Research work steps to explore the potential of rice production data stacks based on the 

following flow : 

 

 
Figure 1. Research Flow 
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1. The identification stage is the determination of problems and objectives that will be achieved in 

research, namely rice production nationally ranked third but does not support the population in 

Indonesia so that a grouping can be used as a priority for the development of rice products in 

low-category areas and maintain production with high categories. For grouping category in 

three categories namely Cluster 3 (C3) Is High Production, Cluster 2 (C2) Medium Production, 

Cluster 1 (C1) Low Production[4] 

2. Data Collection 

The study used a total of 34 data sourced from rice production data based on regions in 

Indonesia from 2018-2020 with a breakdown of supporting attribute data is the area of 

harvest (ha), productivity (Ku / Ha) and Production (tons). The data description used is 

described in table 1.   

Table 1. Rice Production Data for 2018-2020 [20] 

No Harvest Area (ha) 

Produktivitas 

(Ku/ha) Production (tons) 

2018 2019 2020 2018 2019 2020 2018 2019 2020 

1 329.516 310.012 317.869 56 55 55  861567.10 1.714.438 1.757.313 

2 110.978 95.319 90.981 60 61 58 667.069 579.321 532.168 

3 344.836 303.732 325.333 49 48 51 1.687.783 1.470.503 1.655.170 

4 65.891 64.407 64 137.28 44 46 46 288.811 296.472 292.834 

5 93.956 111.477 110 548.12 55 48 47 514.935 533.477 523.396 

6 673 623 915 73 54 50 4.899 3.359 4.544 

7 56.632 49.010 48.686 48 47 47 269.540 231.211 227.627 

8 86.203 69.536 84.773 44 45 46 383.046 309.933 386.413 

9 

1.707.25

4 1.578.836 1.586.889 57 58 57 9.647.359 9.084.957 9.016.773 

10 

1.821.98

3 1.678.479 1.666.931 58 58 57 10.499.588 9.655.654 9.489.165 

11 

1.751.19

2 1.702.426 1.754.380 58 56 57 10.203.213 9.580.934 9.944.538 

12 286.476 290.048 256.575 28 29 30 799.715 847.875 778.170 

13 323.091 356.246 289.836 41 38 40 1.327.492 1.342.862 1150 306.66 

14 147.572 146.145 143.275 35 30 32 514.769 443.561 457.952 

15 64.961 69.708 73.568 40 36 36 262.774 253.818 262.435 

16 13.707 10.295 9.883 33 32 34 45.064 33.357 33.574 

17 17.234 17.088 17.841 27 29 32 45.725 48.806 57.324 

18 376 356 299 29 32 29 1.097 1.151 853 

19 511.941 464.103 545.149 49 47 49 

2 488 641.9

1 

2 164 089.3

3 2.650.290 

20 29.052 25.977 28.668 40 38 39 116 228.86 98 254.75 110.447 

21 13.413 11 700.50 10 301.91 37 32 42 49 047.11 37 945.64 43.383 

22 289.243 281 666.04 273 460.82 50 50 48 

1 460 338.8

1 

1 402 182.3

9 1.317.190 

23 218.233 198 867.41 181 690.63 41 41 40 899 935.88 811 724.18 725.024 

24 52.412 54 131.72 52 727.52 43 43 31 223 119.42 235 339.51 166.002 

25 7.767 7 192.15 7 570.63 32 42 32 24 967.13 29 943.56 24.378 

26 71.448 63 142.04 64 733.13 37 37 38 266 375.53 230 873.97 243.685 

27 65.304 62 581.47 64 826.18 48 48 53 316 478.37 300 142.22 345.050 

28 

1.185.48

4 

1 010 188.7

5 976 258.14 50 50 48 

5 952 616.4

5 

5 054 166.9

6 4.708.465 

29 201.279 186 100.44 178 066.94 46 45 44 926 978.66 844 904.30 792.249 

30 136.674 132 343.86 133 697.15 39 39 40 538 876.14 519 706.93 532.773 

31 70.353 62 020.39 61 827.86 46 45 40 326 929.74 277 776.31 248.879 

32 313.051 311 671.23 295 664.47 47 48 47 

1 483 076.4

8 

1 482 996.0

1 1.387.269 

33 581.575 539 316.52 551 320.76 51 48 50 

2 994 191.8

4 

2 603 396.2

4 2.743.060 

34 408.176 413 141.24 388 591.22 52 50 53 

2 108 284.7

2 

2 078 901.5

9 2.040.500 
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3. Data transformation is an activity that is done to make changes that have been collected by 

adjusting the needs of the k-means algorithm, in this process used the average data of each 

attribute. 

4. Stages of Application of K-Means Algorithm is an activity carried out for the process of 

grouping rice production with the following activities: 

 
Figure 2. Flowchart Algorithm K-Means [12] 

 

 To calculate the distance of all data to each cluster center, using Euclidean distance theory.  

D(i,j)= ……… 1. [21] 

Provided D(i,j) = distance of data I to the center of cluster j, Xki = data to I on the data attribute 

to k, Xkj = the center point of cluster j on the attribute to k The distance of the center of the 

cluster is recalculated by the current cluster membership. The center of the cluster is the average 

of all data or objects in a particular cluster if desired can also be used as the median value of the 

cluster [22]. 

5. Application of Elbow Method to determine the best number of clusters by looking at the 

percentage of comparison results between the number of clusters (K) that will form elbows at a 

point by utilizing SSErules (Sum of Square Error) with formula 

SSE= ……… 2  [7]  
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Figure 3. Flowchart  Elbow Method[23]  

6. Exposure of clustering results to rice production as part of decision-making solutions with graph 

descriptions and groupings based on predetermined attributes.  

III. Result and Discussion 

A. Data Transformation  

 The transformation stage is one of the components of data mining for data adjustment that 

will be used as part of the training data, in this study the data used is the average value of each 

attribute of harvest area, productivity, and production, description of data transformation in 

thousands to the harvest area, by utilizing data hundreds of Ku / Ha on productivity and 

thousands of tons on production data. As part of the calculation of the entire data is used by 

calculating the rerate from 2018-2020 for each attribute used. 

Table 2. Data Transformation 

Provinsi Rerate  

 Harvest Area  

(ha) 

Produktivitas 

(ku/ha) 

Production 

(tons) 

Aceh 
319 56 1,735 

Bali 
99 60 592 

Banten 
324 49 1,604 

Kalimantan utara 
11 33 37 

Kep. Bangka belitung 
17 29 51 

Kep. Riau 
344 30 1 

Lampung 
507 48 2,650 

Maluku 
27 39 110 

Maluku utara 
4 37 43 

Nusa tenggara barat 
96 49 1,317 

Sulawesi Tenggara 
45 40 532 

Sulawesi Utara 
23 44 248 

Sumatera barat 
104 47 1,387 
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Provinsi Rerate  

 Harvest Area  

(ha) 

Produktivitas 

(ku/ha) 

Production 

(tons) 

Sumatera selatan 
193 50 2,743 

Sumatera utara 
136 51 2,040 

 Based on the transformation data determined statistical values that can be taken into 

consideration in the determination of centroid points, in this process produced a minimum 

value, maximum, and average of each attribute, which is generated from the rapid miner 

application with the content in it is the attribute stuffing, type of data used, data missing, min, 

max, and average.  

Table 3. Statistical Data 

Atribut  Type  M Min  Max Average  

Land  Int 0 344 1735999 254545.235 

Productivity Int 0 29 60 44.500 

production  Int 0 1033 9909562 1630605.912 

B. Implementation Of K-Means Algorithm  

 To group by utilizing the cluster test value with parameter K as much as 3 with the number 

of iterations stopped at round 3 with a random centroid process based on the provisions of the 

K-Means algorithm, the description of each centroid value, and the value for the closest distance 

of each iteration is outlined in the following table:  

Table 4.  Centroid Value 

Iteration  

Harvest Area  

(ha) 

Productivity 

 (ku/ha) 

Production 

 (tons) 

C1 C2 C3 C1 C2 C3 C1 C2 C3 

1 344 507 1.735 30 48 57 1 2.650 9.909 

2 101.65 287.625 1693.67 41.434 48.652 57 355.86 2275.25 9679.66 

3 101.90 266.333 1693.67 41.090 48.666 57 312.18 1268.778 967,66 

 

 Based on the centroid value that has been generated in table 4, it is continued with the 

calculation process to determine the distance and placement of the cluster. calculation and 

determination of the closest distance in iteration 1 are described in table 5.  

Table 5. Closest Distance to Iteration 1  

No C1 C2 C3 Distance  Cluster  

1 3,006,792 837,413 66,815,692 837,413 C2 

2 349,527 4,235,772 86,808,125 349,527 C1 

3 2,569,636 1,094,299 68,974,436 1,094,299 C2 

4 84,982. 5,560,628 92,488,381 84,982 C1 

…      

32 1,921,236 1,595,572 72,626,115 1,595,572 C2 

33 7,518,716 8,963.006 51,353,098 8,963 C2 

34 4,157,730 372,471 61,922,760 372,471 C2 

 The calculation process is performed on the second iteration and produces the shortest 

distance and the latest cluster with the information or knowledge described in table 6 below:  

Table 6.  Closest Distance to Iteration 2 

No C1 C2 C3 Distance Cluster 

1 1902219 291902.3 63119103 291902.3 C2 

2 55776.34 2833520 82587280 55776.34 C1 



ISSN: 2579-7298 International Journal Of Artificial Intelegence Research  
Vol 5, No 1, June 2021, pp. 53-64 

Paska Marto Hasugian et.al (Performance Analysis Of Elbow Algorithms Against The Results Of Clustering K-means 

Algorithms In The Grouping Of Rice Production  Areas  In Indonesia) 

3 1558052 450612.9 65217762 450612.9 C2 

4 4138.082 3933525 88129936 4138.082 C1 

…      

32 1063236 789171.7 68769910 789171.7 C2 

33 5698483 218884.7 48118845 218884.7 C2 

34 2836331 55494.21 58366064 55494.21 C2 

 the iteration resumed and the process has ceased by the rules and conditions of the K-means 

Algorithm stating that the calculation will stop if the group on the iteration of the process runs 

the same as the following group, so that in the calculation of the recommended iteration is the 

3rd iteration with the description of the low production group (C1) with the dominance of the 

region of Bali, Bengkulu, Yogyakarta, DKI Jakarta, Gorontalo, Jambi, West Kalimantan, 

Central Kalimantan, East Kalimantan, North Kalimantan, kepulauan. Bangka Belitung, kep. 

Riau, Maluku, North Maluku, West Nusa Tenggara, East Nusa Tenggara, Papua, West Papua, 

Riau, West Sulawesi, Central Sulawesi, Southeast Sulawesi, North Sulawesi. Medium 

Production (C2) with the dominance of Aceh, Banten, South Kalimantan, Lampung, South 

Sulawesi, West Sumatra, South Sumatra, North Sumatra. High Production (C3) with the  

dominance of West Java, Central Java, and East Java.grouping description in table 7 below. 

Table 7. Closest Distance to Iteration 3 

No C1 C2 C3 Distance Cluster 

1 2024629 188216.3 63119103 188216.3 C2 

2 78317.35 2486396 82587280 78317.35 C1 

3 1669016 319031.6 65217762 319031.6 C2 

4 466.3444 3522518 88129936 466.3444 C1 

5 44479.37 2708783 83846170 44479.37 C1 

32 1155240 611338.8 68769910 611338.8 C2 

33 5908969 329804.5 48118845 329804.5 C2 

34 2985391 16714.07 58366064 16714.07 C2 

 

 The distribution of each iteration of the regions included in cluster 1, cluster 2, and cluster 3 

based on the table description is shown with the following graph: 

 
Figure 4. Data Group of Each Criterion 

C. Elbow Method Utilization  

 Referring to the results of iterations 1 to iterations 3 by tables 5 to table 6 conducted tests to 

ensure the strength of each iteration by utilizing the Elbow method according to the topic 

discussed. The process is done by forming a graph utilizing the SSE formula. Based on the trials 

conducted against 34 in the first iteration resulted in a Sum of Square Errorvalue that was 

presented in table 8 below. 

 

Table 8.  Sum of Square Error Value On Iteration 1  

No Distance STDV SSE 
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1 837413.2 378718.7 1.43428E+11 

2 349527.8 -109167 11917351345 

3 1094299 635604.6 4.03993E+11 

4 84982.37 -373712 1.39661E+11 

… … … … 

34 372471 -86223.4 7434481555 

Sum 15595611 

 Mean 458694.5 

SSE 2.30204E+13 

for the Sum of Square Error value in the second iteration returns a SEE value of 3.39 calculated 

based on the SEE value for each region, described in table 9 below: 

Table 9. Sum of Square Error Value On Iteration 2 

No Distance STDV SSE 

1 291902.3 -43612.7 1902069986 

2 55776.34 -279739 78253731348 

3 450612.9 115097.9 13247531064 

4 4138.082 -331377 1.09811E+11 

… … … … 

34 55494.21 -280021 0 

Sum 11407511 

 Mean 335515 

SSE 3.39466E+13 

The process of calculating the SEE value continues up to the limit of the number of iterations 

that are instigated by the calculation of the K-Means algorithm, for this test is done only for 

iterations of 3 with the SEE value in table 10 follows: 

Table 10.  Sum of Square Error Value On Iteration 3 

No Distance STDV SSE 

1 188216.3 -143064 20467197186 

2 78317.35 -252963 63990077606 

3 319031.6 -12248.3 150021875.2 

4 466.3444 -330814 1.09438E+11 

5 44479.37 -286801 82254573792 

34 16714.07 -314566 98951691204 

Sum 11263518 

 Mean 331279.9 

SSE 3.97621E+13 

 

From the calculation produced SSE value against iteration 1 with a value of 2.3 iterations 2 with 

a value of 3.39 and iteration 3 with a value of 3.39, the final result in testing formed SEE value 

of the overall iteration summarized in table 11 follows. 

Table 11. SSE Values For Each Iteration 

iteration  SSE 

1 2.3 

2 3.39 

3 3.97 

After the calculation process for each iteration with a SEE value is described elbow chart. By 

the principle of elbow clusters closest to the angle, it is used as the best cluster 
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recommendation, in this case, is the second cluster. The cluster determination graph is described 

below: 

 
Figure 5. Elbow Chart  

D. Discussion  

 Implementation of K-means form a data group by the specified number of clusters that is 

with the number of clusters as many as 3 groups, with the iteration process stopped at the third 

iteration because the provisions in the k-means process will stop when the group on the iteration 

is done the same as the previous data group, Based on the calculation, the data group produced 

by the production group on each iteration is iteration 1 with the data group on C1 with jumla h 

data as many as 23 regions with a dominance of the region namely Bali, Bengkulu, in 

Yogyakarta, DKI Jakarta, Gorontalo, Jambi, West Kalimantan, Central Kalimantan, East 

Kalimantan, North Kalimantan, Kep. Bangka belitung, Kep. Riau, Maluku, North Maluku, West 

Nusa Tenggara, East Nusa Tenggara, Papua, West Papua, Riau, West Sulawesi, Central 

Sulawesi, Southeast Sulawesi, North Sulawesi with the lowest product category.  C2 with the 

number of data 8 Regions with the distribution of aceh, Banten, South Kalimantan, Lampung, 

South Sulawesi, West Sumatra, South Sumatra, North Sumatra with the category of medium or 

medium production and the highest production in the group C3 with the number of data as many 

as 3 regions with group dominance namely West Java, Central Java, East Java. In iteration 2 and 

iteration 3 by producing the same data group namely C1 with the number of data as many as 22 

regions with the dominance of Bali, Bengkulu, in Yogyakarta, DKI Jakarta, Gorontalo, Jambi, 

West Kalimantan, Central Kalimantan, East Kalimantan, North Kalimantan, Kep. Bangka 

belitung, Kep. Riau, Maluku, North Maluku, East Nusa Tenggara, Papua, West Papua, Riau, 

West Sulawesi , Central Sulawesi, Southeast Sulawesi, North Sulawesi with the lowest product 

category, C2 as much as 9 regional data namely Aceh, Banten, South Kalimantan, West Nusa 

Tenggara, Lampung, South Sulawesi, West Sumatra, South Sumatra, North Sumatra and C3 as 

many as 3 Regions of West Java, Central Java, East Java. 

 From the testing of the K-means Algorithm followed by the determination of the best 

iteration that will be recommended against the determination of rice production group by 

utilizing elbow method. The optimal determination of the number of clusters in this study used 

one of the cluster analysis methods, the Elbow method, taking into account the comparison 

value (from the SSE calculation for each cluster value) between the number of clusters that 

would form an elbow at a point. The result of SSE value for each iteration with iteration value 1 

with SEE value 2.3, iteration 2 with a value of 3.39 and iteration 3 with a value of 3.97 and 

information generated from the calculation of SSE provides recommendations cluster used is 

iteration 2 ie low product group of 22 regions, medium production as much as 9 regions and 

high production. 

 From the results of testing conducted by utilizing the K-Means algorithm and Elbow Method 

can complete the study of previous research that has given the calculation that the cluster in the 

last round is a cluster that is used as a proposed knowledge, while the results of this study 

provide the knowledge that clusters at each round have the same opportunity to be used as a 

pattern or knowledge in decision making evidenced by p New knowledge that when used K-

Means Algorithm then the recommended information is iteration 3 after assessment for each 

iteration produced a new recommendation that the 2nd iteration is the most Optimal group.  The 

benefit of this study is the determination of rice clusters by region can help and provide 

solutions to the ministry of agriculture in determining the priority of land development and can 
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minimize the shortage of pro rice production nationally. Lack and weakness Research that has 

been developed for subsequent research where the clustering process only dominates against 

regions with a larger concept so as not to define every area that exists in a particular region.  

IV. Conclusion  

 The implementation of the K-Means algorithm has resulted in the grouping of data according 

to the number of clusters as many as 3 and the process stops at the 3rd iteration, followed by the 

calculation of the Elbow method with SSE assessment on iteration 2.3, iteration 2 with a value of 

3.39 and iteration 3 with a value of 3.97 so that at the time of forming elbow in the form of a graph 

and the closest to the elbow with cluster recommendations is iteration 2 which is the lowest rice 

production group with the number of 22 Regions, rice production with a medium category of 9 

regions and production in the highest category with three regions. From the process of testing the 

K-Means algorithm followed by Elbow gives consideration Information that with K-Means with 

knowledge used is the 2nd iteration while in the implementation of Elbow knowledge given is the 

2nd iteration. This research can be developed by mapping groups to areas by the cluster that has 

been determined.  
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